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Researchers designing experiments in which a sample of participants responds to a sample of stimuli are faced with difficult questions about optimal study design. The conventional procedures of statistical power analysis fail to provide appropriate answers to these questions because they are based on statistical models in which stimuli are not assumed to be a source of random variation in the data, models that are inappropriate for experiments involving crossed random factors of participants and stimuli. In this article, we present new methods of power analysis for designs with crossed random factors, and we give detailed, practical guidance to psychology researchers planning experiments in which a sample of participants responds to a sample of stimuli. We extensively examine 5 commonly used experimental designs, describe how to estimate statistical power in each, and provide power analysis results based on a reasonable set of default parameter values. We then develop general conclusions and formulate rules of thumb concerning the optimal design of experiments in which a sample of participants responds to a sample of stimuli. We show that in crossed designs, statistical power typically does not approach unity as the number of participants goes to infinity but instead approaches a maximum attainable power value that is possibly small, depending on the stimulus sample. We also consider the statistical merits of designs involving multiple stimulus blocks. Finally, we provide a simple and flexible Web-based power application to aid researchers in planning studies with samples of stimuli.
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Studies in which samples of participants respond to samples of stimuli in various experimental conditions are ubiquitous in experimental psychology. In studies of memory, participants often memorize lists of words that are drawn from a larger corpus of words. In studies of social cognition, participants often make judgments about sets of faces or read vignettes about hypothetical persons. In studies of emotion, participants are often exposed to photographs or film clips of emotion-provoking scenes. In all of these examples, the particular individual stimuli used are not of intrinsic theoretical interest, except insofar as they instantiate the general categories to which they belong (e.g., monosyllabic common words; African American male facial photos). What are typically of interest are any differences in the responses given in the different conditions to those stimuli (e.g., better word memory in one condition than another; more negative judgments of African American faces than of White faces).

In designing such studies, researchers are faced with a variety of design decisions concerning participants, stimuli, and the specifics of the design used. There is a series of decisions to be made about participants: Should one sample participants broadly to increase generalization, or should one restrict the sample of participants used to maximize power? Should one use a design where participants are only in one condition, or should a within-participant design be used? And finally, how many participants should be run? These are decisions that researchers realize have consequences for statistical power and the kinds of generalizations that are permitted from the subsequently collected data.

Similar decisions are made, although too often in a cursory manner, about stimuli: How variable should the stimuli be? How many stimuli should be used? And should stimuli be different in the different conditions or should the same stimuli be used across conditions? Unfortunately, researchers often do not realize that these decisions also have major consequences for statistical power and the kinds of generalizations that they permit. All too often, these decisions about stimuli are based more on the traditional practices within an experimental paradigm rather than well-thought-out principles about the optimal design of experiments.

This article focuses on issues of statistical power and optimal design in experiments in which samples of participants respond to...
samples of stimuli in different conditions. Assuming that one seeks to generalize conclusions about condition differences to future studies that might be conducted, then one ought to be concerned about generalization not only to other samples of participants but also to other samples of stimuli that might have been used. Our goal is to provide the tools to enable researchers to think in an informed manner about design decisions involving not only samples of participants but also samples of stimuli. We consider a range of possible designs that might be used. We consider the power implications of each, and we consider the power implications of the number of stimuli as well as the number of participants.

### Treating Participants and Stimuli as Random

In an earlier article (Judd, Westfall, & Kenny, 2012), we considered one particular design in which a sample of participants responds to a sample of stimuli. The hypothetical example used in that article involved participants giving responses to a series of facial photographs of White and African American male targets. Target ethnicity was the experimental factor of theoretical interest (i.e., were different responses given to the White targets on average compared to the African American targets?). Accordingly, in this design participant was crossed with ethnicity (condition), but stimuli were either of one ethnicity or the other.

Most typically when faced with data from such a design researchers conduct what we called a by-participant analysis, analyzing two means for each participant—one for the White targets and one for the African American targets—and testing whether the mean within-participant difference in these two means is significantly different from zero. Such an analysis implicitly treats participants as a random factor but does not treat stimuli as random, thus permitting generalization to other samples of participants but not to other samples of stimuli. Judd et al. (2012) and others have shown that this analysis gives rise to seriously inflated Type I error rates if in fact one seeks generalization not only to other samples of participants but also to other samples of stimuli (e.g., particular White and African American target photos) that might be used (Baayen, Davidson, & Bates, 2008; Clark, 1973; Coleman, 1964; Santa, Miller, & Shaw, 1979).

Traditionally, if both participants and stimuli were treated as random factors in the analysis, an analytic approach involving quasi-$F$ ratios was the only practical solution, as outlined by Clark (1973) and many others. What Judd et al. (2012) made clear (as others had previously; see Baayen et al., 2008) was that an analysis based on linear mixed models could now be easily implemented, producing appropriate Type I error rates assuming generalization was sought across both random factors—participants and stimuli. Many of the shortcomings of the traditional quasi-$F$ methods (e.g., restrictive assumptions about the study design, complicated design-specific derivations, lack of availability in major statistical software packages) are avoided by the more modern approach based on linear mixed models.

Although treating stimuli as random through the appropriate use of linear mixed models does bring the benefit of increased generalizability, it often does so at the cost of lower statistical power: More robust and general inferences must necessarily be supported by stronger statistical evidence. Thus, it is reasonable to expect that if we wish to purchase increased generalizability from our experiments, we must be prepared to pay at least some statistical power cost. However, in numerous studies appearing in the literature today, the power costs associated with treating stimuli as random are needlessly exacerbated by poor design choices. More specifically, in designs in which samples of participants respond to samples of stimuli, researchers typically ignore the power implications of the stimuli they use—both the variability of the stimuli and their number. This neglect of stimulus sampling (Wells & Windschill, 1999) has led to many inefficiently designed studies. This unfortunate fact is particularly salient in light of the growing awareness in psychology and other experimental sciences of the problems created and maintained by a proliferation of chronically underpowered studies (Asendorpf et al., 2013; Bakker, van Dijk, & Wicherts, 2012; Button et al., 2013; Ioannidis, 2008; Schimmack, 2012).

Our goal in the rest of this article is to make researchers aware of the power implications of stimulus sampling when they appropriately treat stimuli as a random factor. We offer guidance about how one optimally designs studies with random factors of participants and stimuli to increase the probability that any condition differences that are found can in fact be replicated in future studies that employ different participant and different stimulus samples. We consider a broad range of designs in which samples of participants respond to samples of stimuli. For each of these, we develop appropriate linear mixed models that treat both factors as random. We further develop effect size and power estimation procedures for all of these designs, providing illustrative power results as a function of the numbers of participants and stimuli, and their variances. Additionally, we provide a Web-based application that permits generalization of these power results to any specific set of assumptions about designs, numbers of participants and stimuli, and the relevant variances. Finally, we consider more general issues of optimal design in research endeavors in which samples of participants respond to a sample of stimuli in different conditions.

### Designs With Crossed Participant and Stimulus Random Factors

In considering the range of possible designs, we focus on designs in which participants are crossed with stimuli, as opposed to designs in which stimuli are nested in participants or vice versa. That is, we consider designs in which multiple participants respond to the same stimuli. We made the decision to limit the range of designs that we discuss in detail in this article because crossed designs are used more frequently than nested designs in experimental psychology. Additionally, there is an extensive literature in education and applied statistics on nested designs, commonly referred to as hierarchically nested designs, and this literature has considered issues of power and optimal design (Raudenbush, 1997; Raudenbush & Liu, 2000; Snijders, 2001; Snijders & Bosker, 1993). We know of no work that has addressed issues of statistical power in designs with crossed random factors.

In the following paragraphs, we define the five experimental designs considered in this article. For these designs, we assume a single experimental manipulation of interest having two levels. This manipulation, which we refer to as Condition, constitutes the only fixed factor in the design, differentiating it from the random
factors of stimuli and participants. A second assumption is that there is only a single replication in the design; that is, each participant responds to any individual stimulus within a condition only one time.

Table 1 provides schematics that define the five designs. Each design is described by a matrix in this table, with participants defining the rows and stimuli defining the columns. The cells of these matrices indicate the levels of condition (A and/or B) under which particular observations occur. If a cell has a dash, it means that that observation (a particular participant paired with a particular stimulus) is not collected.

Table 1
Schematics for Five Experimental Designs

<table>
<thead>
<tr>
<th>Participants</th>
<th>Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Fully crossed design</td>
<td></td>
</tr>
<tr>
<td>1 AB AB AB AB AB AB</td>
<td></td>
</tr>
<tr>
<td>2 AB AB AB AB AB AB</td>
<td></td>
</tr>
<tr>
<td>3 AB AB AB AB AB AB</td>
<td></td>
</tr>
<tr>
<td>4 AB AB AB AB AB AB</td>
<td></td>
</tr>
<tr>
<td>5 AB AB AB AB AB AB</td>
<td></td>
</tr>
<tr>
<td>6 AB AB AB AB AB AB</td>
<td></td>
</tr>
<tr>
<td>Counterbalanced design</td>
<td></td>
</tr>
<tr>
<td>1 A A A B B B</td>
<td></td>
</tr>
<tr>
<td>2 A A A B B B</td>
<td></td>
</tr>
<tr>
<td>3 A A A B B B</td>
<td></td>
</tr>
<tr>
<td>4 B B B A A A</td>
<td></td>
</tr>
<tr>
<td>5 B B B A A A</td>
<td></td>
</tr>
<tr>
<td>6 B B B A A A</td>
<td></td>
</tr>
<tr>
<td>Stimuli-within-condition design</td>
<td></td>
</tr>
<tr>
<td>1 A A A B B B</td>
<td></td>
</tr>
<tr>
<td>2 A A A B B B</td>
<td></td>
</tr>
<tr>
<td>3 A A A B B B</td>
<td></td>
</tr>
<tr>
<td>4 A A A B B B</td>
<td></td>
</tr>
<tr>
<td>5 A A A B B B</td>
<td></td>
</tr>
<tr>
<td>6 A A A B B B</td>
<td></td>
</tr>
<tr>
<td>Participants-within-condition design</td>
<td></td>
</tr>
<tr>
<td>1 A A A A A A</td>
<td></td>
</tr>
<tr>
<td>2 A A A A A A</td>
<td></td>
</tr>
<tr>
<td>3 A A A A A A</td>
<td></td>
</tr>
<tr>
<td>4 B B B B B B</td>
<td></td>
</tr>
<tr>
<td>5 B B B B B B</td>
<td></td>
</tr>
<tr>
<td>6 B B B B B B</td>
<td></td>
</tr>
<tr>
<td>Both-within-condition design</td>
<td></td>
</tr>
<tr>
<td>1 A A A — — —</td>
<td></td>
</tr>
<tr>
<td>2 A A A — — —</td>
<td></td>
</tr>
<tr>
<td>3 A A A — — —</td>
<td></td>
</tr>
<tr>
<td>4 — — — B B B</td>
<td></td>
</tr>
<tr>
<td>5 — — — B B B</td>
<td></td>
</tr>
<tr>
<td>6 — — — B B B</td>
<td></td>
</tr>
</tbody>
</table>

Note. Each schematic illustrates which participant (labeled 1 to 6) views which stimulus (labeled 1 to 6) under which condition (labeled A or B). AB means that this participant responds to this stimulus under both conditions; A means that this participant responds to this stimulus only under Condition A; B means that this participant responds to this stimulus only under Condition B. A dash means that this participant never responds to this stimulus.

The first design is the fully crossed design in which every participant responds to every stimulus twice, once in each condition. In the matrix for this design, every participant by stimulus cell contains both A and B, indicating that the participant–stimulus pair occurs in both conditions.

The second design in Table 1 is the counterbalanced design in which, for half of the participants, each stimulus is in either condition A or B, and for the other half, the stimulus is responded to in the other condition.

The third design is the stimuli-within-condition design in which every stimulus is responded to in both conditions, although participants are crossed with condition. This is the design that was the focus of Judd et al. (2012).

The fourth design, the participants-within-condition design, reverses the roles of stimuli and participants in that each participant responds to only one of the two conditions, but stimuli are responded to in both conditions, albeit by different participants.

Finally, the fifth design is the both-within-condition design. Here both participants and stimuli are nested under condition, and within each condition each participant responds to every stimulus.

Estimating Power in Designs With Crossed Participant and Stimulus Random Factors

The starting point for conducting a power analysis is to state explicitly the model underlying the observations in these designs, making explicit all the sources that contribute to variation in those observations. To do this, we assume that we have two random factors, one involving a sample of p participants and the other involving a sample of q stimuli. Additionally, there is a single fixed condition factor, c, with two levels. In this article, we consider experiments where participants respond to each stimulus at most only once per condition; in other words, we assume only a single replication at the lowest level of observation.

Under these assumptions the fully specified mixed model for the i th participant to the j th stimulus in the k th condition is

\[ y_{ijk} = \beta_0 + \beta_1 c_{ik} + \alpha_i^p + \alpha_j^s + \epsilon_{ijk}, \]

\[ \text{var}(\alpha_i^p) = \sigma^2_p, \quad \text{var}(\alpha_j^s) = \sigma^2_s, \quad \text{var}(\epsilon_{ijk}) = \sigma^2_{eijk}. \]

In this model, \( \beta_0 \) and \( \beta_1 c_{ik} \) represent the fixed effects and capture, respectively, the overall mean response and the condition difference in responses. We assume the values of \( c_{ik} \) are contrast or deviation coded so that \( c_{ik} + c_{jk} = 0 \) and \( c_{ij}^2 = c_{ij}^2 + c_{jk}^2 \). For example, the values of \( c_{ik} \) might be \(-1, 1, 0\), it \(-1/2, 1/2\). Importantly, the values of \( c_{ik} \) are assumed not to be dummy or treatment coded (e.g., \( c_{ik} = 0, c_{jk} = 1 \)), as this totally alters the means of the variance components (see also Barr, Levy, Scheepers, & Tily, 2013, footnote 2), and because we rely on the contrast-coding assumption to deal with potential covariances between the random effects (see the Appendix). The other components in this model are the random effect components and are defined in Table 2. These represent all the potential sources of variation that might be expected in responses.
The details of the power calculations are given in the Appendix. For these, we assume balanced designs with no missing data. Additionally we assume that all variance components, including residual error, are normally distributed. We follow there the general procedure specified by Cohen (1988) for simpler designs. This procedure involves first calculating an estimated effect size, analogous to Cohen’s $d$: the expected mean difference divided by the expected variation of an individual observation, which in our case accrues from all the variance components specified above:

$$d = \frac{\mu_1 - \mu_2}{\sigma} = \frac{\mu_1 - \mu_2}{\sqrt{\sigma_P^2 + \sigma_{PC}^2 + \sigma_{PC}^2 + \sigma_{PC}^2 + \sigma_{PC}^2 + \sigma_{PC}^2}}.$$

In this equation, $\mu_1$ and $\mu_2$ are the two expected condition means. The denominator of the effect size is the square root of a pooled variance, albeit a complicated one. It represents the variation within each condition across both participants and stimuli. The Appendix shows how that variance can be determined for different designs. One then calculates an operative effect size (Cohen, 1988, p. 13) estimate that makes adjustments to $d$ depending on the specific design used. Next one weights this design-specific effect size by the relevant sample sizes to obtain the noncentrality parameter for a noncentral $t$ distribution and also then computes the appropriate degrees of freedom. Cohen (1988, p. 544) at this point relied on an approximation from Dixon and Massey (1957) to estimate power. We have adopted a more exact approach that directly computes areas under the appropriate noncentral $t$ distribution.

When we consider power results for specific designs and when we compare results across designs, it is necessary for us to refer to some of the specific results that are in the Appendix. Happily, however, for most purposes the researcher can ignore the technical details that we present in the Appendix because we have implemented all of the steps in a user-friendly Web-based application (http://jakewestfall.org/power/), which performs the rather extensive computations. Figure 1 displays a screenshot of this power application. In addition to computing power estimates, users can also specify a desired power level and solve for the minimum number of participants, minimum number of stimuli, or minimum effect size that would lead to the desired power level. The power application also provides syntax for the R, SAS, and SPSS statistical software packages that one can use to specify the appropriate mixed model for each design and can be used to compute effect sizes from a set of unstandardized design estimates.

Accordingly, all one needs to estimate power from the app are the following:

1. The design to be used.
2. The anticipated effect size or the mean condition difference.
3. Estimates of the relevant variance components.
4. The anticipated numbers of participants and stimuli.

One potential difficulty in doing this is the determination of the estimates of the relevant variance components (Item 3 in the list above). In the Appendix, we develop formulas for the noncentrality parameters and degrees of freedom in terms of these unstandardized variances and also in terms of variance partitioning coefficients (VPCs; Goldstein, Browne, & Rasbash, 2002), which we denote using $V$ in place of $\sigma^2$ (the subscripts remain the same). These in essence are standardized variances, expressing the proportion of the total variation in the observations that is due to a particular variance component. Thus, it is possible to estimate power (and use the application) based on estimates of the relative rather than absolute sizes of the variance components.

There are six possible variance components that must be considered (as laid out in Table 2), and the sum of the six VPCs for these components must equal one. We now move to a more extended discussion of the interpretations of these variance components.

Reasoning About Variance Components and VPCs

Reasoning about statistical power always requires that one think carefully about the factors that influence the variability of responses—that is, about the variance components or VPCs. For mixed models, this is more complicated because there are multiple sources of random variation. Table 2 provides substantive interpretations of all possible variance components in a general, abstract setting. In this section we try to make the meanings of the different VPCs more intuitive and concrete by walking through a hypothetical experimental scenario and describing all possible VPCs in terms of this scenario.

Consider an experiment in which heterosexual male participants consume an alcoholic drink or a nonalcoholic placebo drink and then are asked to judge the attractiveness of a stimulus set of

<table>
<thead>
<tr>
<th>Component</th>
<th>Definition</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_P^2$</td>
<td>Variance due to participant (Participant intercept variance)</td>
<td>To what extent do participants have different mean responses?</td>
</tr>
<tr>
<td>$\sigma_{PC}^2$</td>
<td>Variance due to participant by condition interaction (Participant slope variance)</td>
<td>To what extent does the mean difference between conditions vary across participants?</td>
</tr>
<tr>
<td>$\sigma_S^2$</td>
<td>Variance due to stimulus (Stimulus intercept variance)</td>
<td>To what extent do stimuli elicit different mean responses?</td>
</tr>
<tr>
<td>$\sigma_{SC}^2$</td>
<td>Variance due to stimulus by condition interaction (Stimulus slope variance)</td>
<td>To what extent does the mean difference between conditions vary across stimuli?</td>
</tr>
<tr>
<td>$\sigma_{PCS}^2$</td>
<td>Variance due to participant by stimulus interaction (Participant by stimulus intercept variance)</td>
<td>To what extent do participant differences in responses vary with different stimuli?</td>
</tr>
<tr>
<td>$\sigma_E^2$</td>
<td>Residual error variation</td>
<td>To what extent is there residual variation in responses not due to the above sources?</td>
</tr>
</tbody>
</table>
Power Analysis with Crossed Random Effects

**Design schematic**
(The interpretation of this design schematic is explained in the accompanying paper; see the Reference below.)

<table>
<thead>
<tr>
<th>Stim1</th>
<th>Stim2</th>
<th>Stim3</th>
<th>Stim4</th>
<th>Stim5</th>
<th>Stim6</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
</tbody>
</table>

**Solution from power analysis**

Minimum number of stimuli: 48.8

**Additional power analysis information**

Noncentrality parameter: 2.0
Degrees of freedom: 30.1
Effect size d: 0.5
Residual VPC: 0.0
Participant intercept VPC: 0.0
Stimulus intercept VPC: 0.0
Participant-by-Stimulus VPC: 0.0
Participant slope VPC: 0.0
Stimulus slope VPC: 0.0

**Technical output (for troubleshooting)**

Parameter estimates: 48.8448356932988
Objective: 7.13546966961963e-29
Number of function evaluations: 48
Integer error code (zero means success): 0
Message: Normal exit from bobyqa

**R/SAS/SPSS code for estimating the mixed model**
(Note: 'condition' is assumed to be entered as a numeric variable, manually contrast coded, and NOT as a factor (in R), class (in SAS), or string (in SPSS) variable. See paper for details.)

R code:
(Note: the 'lm4' and 'pbrtest' packages must be installed and loaded.)

```r
model <- lmer(y ~ condition + (condition|participant) + (condition|stim), data=myData)
summary(model)
restrictedModel <- update(model, .~-condition)
KMmodcomp(model, restrictedModel)
```

SAS code:

```sas
proc mixed data=mydata;
class participant stim;
model y=condition/solution ddfm=kr;
random intercept condition/sub=participant type=un;
random intercept condition/sub=stim type=un;
run;
```

SPSS code:

```spss
mixed y with condition
/fixe=condition
```

Figure 1. Screenshot from Web-based power application (http://jakewestfall.org/power/). The application allows users to compute statistical power for the five main designs discussed in this article; or to specify a desired power level and solve for the minimum effect size, minimum number of participants, or minimum number of stimuli that would lead to that power level. The application also prints useable syntax in the R, SAS, and SPSS software packages for fitting a linear mixed model in any of the designs and can be used to compute effect sizes and VPC values from a set of unstandardized design estimates. Stim = stimulus.
photographs of female faces. Thus, the response variable is some continuous rating of perceived attractiveness, the Condition predictor is alcoholic versus placebo drinks, the participants are the “perceivers,” and the stimuli are the photographs or “targets” of perception. The predicted “beer goggle effect” is the tendency for attractiveness ratings to be higher on average following consumption of the alcoholic drink compared to the nonalcoholic placebo drink.

In this hypothetical experiment, \( V_p \) refers to the variance in the perceivers’ average tendencies to view all targets as attractive or unattractive. That is, the perceiver Allen may be a high responder (Allen views most targets as being relatively attractive, compared to other perceivers) while the perceiver Bob may be a low responder (Bob is more picky and views most targets as being relatively unattractive), and \( V_p \) refers to the variation across perceivers in their average response tendencies. \( V_S \) refers to the variance in the targets’ average tendencies to be perceived as attractive or unattractive. That is, the target Carol may tend to elicit high responses (most perceivers agree that Carol is attractive) while the target Diane may tend to elicit low responses (most perceivers agree that Diane is unattractive), and \( V_S \) refers to the variation across targets in their average perceived attractiveness.

In mixed model terminology, \( V_p \) and \( V_S \) refer to the variance in the participant intercepts and stimulus intercepts, respectively.

Neither of the variance components described above were concerned with the beer goggle effect; they referred to attractiveness ratings on average across the alcohol and placebo conditions. The \( V_{P \times S} \) component refers to the variance of the perceivers’ beer goggle effects. That is, the perceiver Allen may exhibit a large beer goggle effect (Allen tends to give higher attractiveness ratings following consumption of the alcoholic drink compared to the placebo drink), whereas the perceiver Bob may exhibit a small or even a negative beer goggle effect (Bob’s attractiveness ratings do not tend to be affected by alcohol consumption, or perhaps he even gives lower attractiveness ratings following alcohol consumption), and \( V_{P \times S} \) refers to the variance across perceivers in the magnitudes of their beer goggle effects. \( V_{S \times C} \) refers to variation in how much different targets tend to benefit from beer goggle effects. That is, the target Carol may benefit greatly from beer goggle effects (Carol tends to be rated as more attractive by perceivers who consumed the alcoholic compared to the placebo drink), whereas the target Diane may not benefit much from beer goggle effects, or may even tend to elicit negative beer goggle effects (Diane’s attractiveness is judged to be about equal by perceivers who consumed alcoholic or placebo drinks, or perhaps is even viewed as less attractive following alcohol consumption). In mixed model terminology, \( V_{P \times S} \) and \( V_{S \times C} \) refer to variance in the participant slopes and stimulus slopes, respectively.

Next we have \( V_{P \times S \times C} \), which refers to the variance in the relationship effects for each pairing of perceiver and target (Kenny, 1994). Previously we supposed that the perceiver Allen tended to judge targets as attractive and that the target Carol tended to elicit high attractiveness ratings. On the basis of this, we certainly expect Allen to give Carol high attractiveness ratings. The extent to which Allen’s ratings of Carol’s attractiveness tend to systematically differ from this expected additive attractiveness rating is the perceiver–target interaction (or relationship effect) for Allen and Carol. If Allen systematically rates Carol as being even more attractive than expected based on their individual perceiver and target effects, then they have a high relationship effect. If Allen systematically rates Carol lower than expected, then they have a low relationship effect. \( V_{P \times S \times C} \) refers to the variance across all perceiver–target pairings in these interaction effects.

Finally, \( V_E \) refers to the residual or error variance. When the attractiveness ratings of a perceiver toward a target differs from what is expected based on both the intercept and slope for both the participant and stimulus, as well as their interaction effect, then this is considered unexplained variation and attributed to the error variance.

### Power Analyses for the Standard Case

In this section, we provide power estimates for each of the previously defined five designs. For these estimates we made some relatively arbitrary but not unreasonable decisions about values of the VPCs and effect sizes that one might encounter. Specifically, we make the following assumptions about the relative magnitude of the various variance components: \( V_p = .3; V_p = V_S = 2; V_{P \times S} = V_{S \times C} = V_{P \times S \times C} = .1 \). We refer to these values as the standard case. These VPCs reflect first our informal observation, from fitting mixed models to many different data sets in experimental psychology, that variance due to residual error tends often to account for the largest proportion of random variation; variance due to participant and stimulus mean response tendencies (i.e., random intercepts) tends to account for a noticeable but smaller fraction of random variation; variance due to random participant-by-condition and stimulus-by-condition interactions (i.e., random slopes) tends to account for still less of the total random variation; and finally variance due to participant-by-stimuli interactions in many contexts is typically small as well.

These observations about the typical relative magnitudes of the variance components are also consistent with regularities that have been frequently remarked upon in the statistical literature on the design of experiments, where this phenomenon has been referred to as the “hierarchical ordering principle” (Li, Sudarsanam, & Frey, 2006; Wu & Hamada, 2000, p. 143) or the “sparsity-of-effects principle” (Montgomery, 2013, p. 290).

Of course, in particular cases, researchers who feel that these default VPC assumptions are unlikely to be a reasonable description of the data from their experiment can use the power application described in the previous section to get power estimates.

---

1. One could easily imagine an extended version of this design in which both genders serve as both perceivers and targets, but we wished to keep our example more consistent with the simpler single-fixed-factor designs that are the focus of this article, and hence we focus arbitrarily on males perceiving females.

2. Note that in the designs that we consider in this article, \( V_p \) also implicitly contains variance due to the \( P \times S \times C \) interaction, as well as covariance between the \( P \times S \) and \( P \times S \times C \) terms. However, it is only possible to uniquely estimate these two additional parameters if every participant receives every stimulus multiple times under both conditions—in other words, in the fully crossed design with multiple replicates. As mentioned in the main text, we do not consider the case of multiple replicates, but we mention these potential additions to the full mixed model here for the sake of completeness.

3. All power results were derived as explained in the Appendix. Additionally, in the case of every design, selected results were empirically confirmed through simulations. The simulation code and results are posted in links at the bottom of the power application Web page (http://jakewestfall.org/power/).
tailored to their research domain. We certainly acknowledge that in many different domains our assumptions about these variance components, specifically that the variances due to participants and stimuli are approximately equal, do not hold.

In introducing the power results for each design in this standard case, we provide the algebraic expressions for the noncentrality parameter for each, pulled from the Appendix. This is done to make clear how the designs differ in their power estimates. Factors that increase the noncentrality parameter (i.e., move it further from 0) lead to greater power, while factors that decrease the noncentrality parameter (i.e., move it closer to 0) lead to lower power.

**Fully Crossed Design**

In this design, participants and stimuli are crossed with each other and both are crossed with condition. As an example, imagine that participants are asked to judge the attractiveness of a set of faces; they do this under two different context conditions, with the same faces in each condition. Because participants make two responses to each stimulus in this design, there is a possibility of observing order or carryover effects in participants’ two responses to each stimulus; for the sake of simplicity, we assume here that no such effects are operative.

In this design, the fully specified mixed model can be estimated, with all the variance components defined as in that equation. In other words, there are no components of variance that are confounded given the mixed model specification. From the Appendix the noncentrality parameter for this design is

\[
ncp = \frac{d}{2 \sqrt{\frac{V_{PSC}}{p} + \frac{V_{SXC}}{q} + \frac{V_E}{2pq}}}
\]

Thus, the relevant variance components for calculating power in this design are the participant slope variance, the stimulus slope variance, and the residual error variance. Variations due to participant and stimulus intercepts, while estimable, do not contribute to the standard error of the treatment effect.

On the basis of the values of the VPCs given earlier, in Figure 2 we plot power results for this design, as a function of \( p \) (the number of participants), \( q \) (the number of stimuli), and small, medium, and large values of the standardized effect size (\( d = 0.2, 0.5, \) and 0.8, respectively). This figure contains two ways of looking at the power results. The graphs in the top row plot power (as a function of \( p \) and \( q \)) for the three effect sizes. Those in the bottom row plot minimum effect sizes needed to have power equal at least .5, .8, and .95, respectively.

These results show that power is dramatically affected by both the number of participants and the number of stimuli in this design, and, given the parallel magnitude of the relevant variance components, the power curves are perfectly symmetric as a function of the two sample sizes. Although most researchers are reasonably attuned to thinking about the need to gather data from a sufficiently large sample of participants to achieve acceptable power levels, it is rare for researchers to think in a parallel manner about the appropriate size of the stimulus samples they use. What is remarkable about our results here is that, given the assumptions we are making about the variance components, maximum achievable power with a medium effect size when using eight stimuli—a fairly typical value of \( q \) in many experimental studies—is only approximately .50, even with an infinite number of participants. Another way of saying this is that if one anticipates a medium effect size and one would like power to roughly equal .80, then the minimum number of stimuli that can be used, even with a very large number of participants, is about 16. We discuss the idea of maximum attainable power in more detail in the next major section on principles of optimal design.

**Counterbalanced Design**

In this design, each participant responds to every stimulus, one half of which are responded to in one condition and the other half in the other, and those halves are counterbalanced across participants. Again imagine that the attractiveness of a set of faces is judged, half in one condition and half in the second, but which set is judged in which condition varies between participants. Thus, in this design, each participant would see a given face only once. Technically, when analyzing data from the counterbalanced design, a second fixed predictor representing the counterbalancing factor (e.g., Set A vs. Set B for faces appearing in one of two sets) could be added to the model, and this would be sensible to do if, for example, the stimuli were assigned at all nonrandomly to the levels of the counterbalancing factor. Here, for the sake of simplicity, we assume there is no main effect of the counterbalancing factor and omit this second predictor from the model.

In this design, only five of the variance components are estimable. The variance due to the participant-by-stimulus interaction (\( V_{P \times S} \)), is not estimable and is confounded with \( V_E \). From the Appendix the noncentrality parameter for this design is

\[
ncp = \frac{d}{2 \sqrt{\frac{V_{PSC}}{p} + \frac{V_{SXC}}{q} + \frac{[V_E + V_{P \times S}]}{pq}}}
\]

Here the confounding of the participant-by-stimulus interaction variance and the error variance is indicated by the brackets enclosing these two VPCs in the denominator. This noncentrality parameter differs from that of the fully crossed design, given above, as a function of this confounding. Additionally, in this design, compared to the fully crossed design, there is half the number of total observations here, given constant \( p \) and \( q \). As in the fully crossed design, variation due to participant and stimulus intercepts does not affect power.

Because of the differences just noted, the power results for this design, given in Figure 3, are a bit below those given for the fully crossed design. Actually, for the values of the variance components that we are considering, the power difference is remarkably small. Now with eight stimuli and a medium effect size, the maximum achievable power, even with an extremely large number of participants, is still approximately .5. Put another way, to achieve power of .8 with a medium effect size and an extremely large number of participants, one would need at least 16 stimuli. At a later point, we discuss in greater detail the relative efficiency of this design compared to the fully crossed design.

**Stimuli-Within-Condition Design**

This is the design that Judd et al. (2012) considered in some detail, in which stimuli are in one condition or the other, but each participant responds to each stimulus and thus participant is crossed with condi-
In terms of the beer goggles example given earlier, each participant is in both the alcohol and placebo conditions but different target persons are judged for attractiveness in the two conditions.

In this design, only four of the variance components are estimable. The variance due to the stimulus-by-condition interaction or $V_{SC}$ is not estimable because stimuli are not crossed with condition. Instead this variance is confounded with the stimulus mean variance $V_p$. And as in the counterbalanced design, the participant-by-stimulus interaction or $V_{PS}$ is confounded with the residual error variance.

From the Appendix, the noncentrality parameter for this design is

$$ncp = \frac{d}{2\sqrt{\frac{V_{PS}}{p} + \frac{V_S + V_{SC}}{q} + \frac{V_E}{pq}}}.$$  

Again, the confounding of variance components is indicated by the brackets around the VPCs in the denominator. The power of this design is less than the power of the first two designs considered largely as a function of the variation due to stimulus intercepts or means which now figures in the denominator of the noncentrality parameter or equivalently in the standard error for testing the conditions difference.

The power results for this design are given in Figure 4. Unlike the earlier two designs, the power results here are no longer symmetric with respect to the numbers of participants and stimuli. Under the assumptions that we have made, power in this design is more influenced by $q$, the number of stimuli, than by $p$, the number of participants. Here, with a moderate effect size and a very large number of participants, one achieves power of .80 only by using

---

Figure 2. Contour plots for the fully crossed design. Top panel: Statistical power as a function of the effect size, the number of participants, and the number of stimuli. Bottom panel: Minimum effect sizes for different desired power levels as a function of the number of participants and number of stimuli. The VPCs are held constant at $V_p = 0.2$, $V_{PS} = 0.1$, and $V_E = 0.3$. The sample sizes are on log scales. VPCs = variance partitioning coefficients.

---

4 We caution the reader that in our treatment of this design in Judd et al. (2012), $q$ was defined as the number of stimuli in each condition, not as the total number of stimuli, as it is here.
more than 32 stimuli per condition. Another way of saying this is
that power increases as a function of \( q \) begin to asymptote only at
values of \( q \) greater than 64. On the other hand, power increases as
a function of \( p \) begin to asymptote at values of \( p \) greater than 32.

Participants-Within-Condition Design

Statistically this is the same design as the previous one, except
now the nesting or crossing of the two random factors with
condition is reversed: Participants are now in only one condition or
the other, but all stimuli are responded to in both. In terms of the
beer goggle experiment, some participants receive only the alco-
holic drink while other participants receive only the nonalcoholic
placebo drink, but all participants respond to the same set of
stimulus photographs.

In this design the variance attributable to the participant-by-
condition interaction, \( V_{PC} \), is not estimable. Instead, it is con-
founded with the participant mean variance, \( V_p \). And as in the
previous two designs, the participant-by-stimulus interaction or
\( V_{PS} \) is confounded with the residual error variance. The noncen-
trality parameter for this design, taken from the Appendix, is

\[
ncp = \frac{d}{2 \sqrt{\frac{V_p + V_{PS}}{p} + \frac{V_{SSC}}{q} + \frac{V_E + V_{PS}}{pq}}}
\]

with confounding again indicated by the brackets in the denomi-
ator. This time, to the extent there is large variation from partic-
ipant to participant in their means, power would be reduced. In
other words, in the previous design, variation in stimulus means
increases the standard error in testing the condition difference;
now what increases that standard error is variation in participant
means.
Under the assumptions that we have made, the power results for this design, given in Figure 5, are the same as those given for the previous design except they have been transposed so that now power is more dramatically affected by the number of participants than the number of stimuli. Even in the case of this design, however, it remains true that power of .80 is only achievable, given a moderate effect size, when the number of stimuli is greater than 16, a number which is larger than that typically used.

Both-Within-Condition Design

The final design has each participant and also each stimulus in only one of the two conditions, but within each condition all \( p/2 \) participants judge all \( q/2 \) stimuli. From the beer goggle example, each participant consumes either alcohol or the placebo, and each target is judged for attractiveness in only one of the two conditions.

In this design three different variance components are not estimable and are confounded with other components: the stimulus-by-condition component, \( V_{S\times C} \), the participant-by-condition component, \( V_{P\times C} \), and the participant-by-stimulus interaction component, \( V_{P\times S} \). The first of these is confounded with the stimulus intercept variance, the second with the participant intercept variance, and the third with the residual error variance. From the Appendix, the noncentrality parameter for this design is

\[
ncp = \frac{d}{2} \sqrt{\frac{V_P + V_{P\times C}}{p} + \frac{V_S + V_{S\times C}}{q} + \frac{2V_E + V_{P\times S}}{pq}}.
\]

As a result, the standard error for testing the condition difference is inflated and power reduced to the extent that there exist both large participant and large stimulus differences in their means.
The power results given in Figure 6 for this design are again symmetric with respect to $p$ and $q$ under the assumptions we are making. And these power results are particularly poor, relative to the other designs we have considered. With a moderate effect size and as many as 25 participants responding to 25 stimuli in each condition, power only equals .5. Even with unlimited numbers of participants, power of .80 with a moderate effect size is achievable only if the number of stimuli per condition is greater than roughly 48.

Illustrative Example

To make our discussion of power analysis for these complex designs more concrete, here we work through an example for a hypothetical experiment. This example illustrates the process of coming up with some reasonable variance component and effect size estimates given what we know about our study, using the online power application to compute power and minimum numbers of participants and/or stimuli, and investigating how these answers would change under different assumptions about the variance components and effect size.

Consider a study where we are investigating the impact of a cognitive load manipulation (e.g., memorizing short lists of integers) on participants’ performance on a series of items that depends on working memory capacity. The dependent variable is some continuous measure of each participant’s performance on each item. We would like to employ a within-subject design where each participant responds to items both under cognitive load and not under cognitive load, but we wish to avoid any potential carryover effects that might result from each participant responding to each item twice (once under each load condition). Therefore,
the items are divided into two lists, List A and List B, and participants are randomly assigned to either respond to the List A items under cognitive load and the List B items not under load, or to respond to the List B items under cognitive load and the List A items not under load. Thus, we employ the counterbalanced design. We have two random factors, Participant and Item, and one fixed factor representing the overall difference in performance between the load and no-load conditions.

Suppose that we have developed a sample of 16 items (eight on each list) for this working memory task. How many participants must we recruit to achieve statistical power of 0.8? We first examine some answers to this question using the default set of VPCs that we proposed above ($V_p = V_S = \frac{1}{2}$, $V_{PC} = V_{SSC} = V_{PS} = 0.1$, and $V_E = 0.3$). The sample sizes are on log scales. VPCs = variance partitioning coefficients.

According to some recent recommendations (Simmons, Nelson, & Simonsohn, 2011), a study should employ at least 20 participants per between-subjects condition, so we start with that value as the number of participants and enter 16 for the number of stimuli (items). Pressing the Solve for $X$ button, we find that under the VPC assumptions above, power would be .571. If we want to know how many participants would be required to achieve statistical power of .80, we can enter the $x$ symbol for number of participants, fill in .80 for power, and press Solve for $X$; the application informs us that we require 154 participants.

An examination of the power plots for this design (in Figure 3) makes clear that with only 16 items, the maximum power that can be achieved, under the assumptions made, even with a very large number of participants, is only slightly above .8. These power results also make clear that if more power is to be achieved, more items are necessary. Accordingly, as a result of reading what has been presented so far in this article, it is decided to increase the number of items to 30. Solving now for the number of participants

Figure 6. Contour plots for the both-within-condition design. Top panel: Statistical power as a function of the effect size, the number of participants, and the number of stimuli. Bottom panel: Minimum effect sizes for different desired power levels as a function of the number of participants and number of stimuli. The VPCs are held constant at $V_p = V_S = \frac{1}{2}$, $V_{PC} = V_{SSC} = V_{PS} = 0.1$, and $V_E = 0.3$. The sample sizes are on log scales. VPCs = variance partitioning coefficients.
to achieve power of .80, the application tells us that 27 participants are needed. Clearly, increasing the number of stimuli makes a large power difference.

In the absence of any information about the study we are planning other than the possible sample sizes, the default set of VPCs that we used above and a medium effect size together represent a reasonable set of assumptions that we might expect to be approximately true for our study. But if we do know a little about the samples of participants and stimuli we are using and the effect which we are studying, we can do better by tailoring what we expect the VPCs to be for the research being conducted. For example, suppose that we know that the items we developed for the working memory task vary considerably in their average difficulty (some items tend to yield low performance scores, while others tend to yield high performances scores); as a consequence, the more difficult ones might be affected more by the cognitive load manipulation than the easier items. We also might know that our participants are likely to be rather homogeneous in their average working memory capacities and, we suspect, also in the degree to which cognitive load would interfere in task performance. To reflect this knowledge, it seems reasonable to increase the values of both $V_S$ and $V_{SXC}$ and to decrease the values of both $V_P$ and $V_{PC}$. Accordingly, we decide to increase $V_S$ and $V_{SXC}$ to $.25$ and $.15$, respectively, and to decrease both $V_P$ and $V_{PC}$ by the same amounts (to $.15$ and $.05$, respectively). We leave the other VPCs at their default values. These changes, tailored to our knowledge of the research domain, reveal that power of .80 is achievable with 25 participants, again assuming that we have increased the number of items to 30.

In the process illustrated above, we started with some default values of the variance components and effect size, and then we made adjustments to some of these default values based on substantive knowledge that we had about the details of the particular study we would be running. However, we note that all of these values, even the values we specifically adjusted, are ultimately educated guesses about the true parameter values, and so they should be seen as implicitly containing a degree of uncertainty. In acknowledgment of this, our recommendation is that researchers use these educated guesses as a starting point in computing power and sample size estimates for a range of plausible values of the parameters for the study at hand.

**Optimal Design With Crossed Random Factors**

On the basis of the above power analyses for our five designs, we can draw some general conclusions and formulate a variety of rules of thumb concerning the optimal design of experiments where a sample of participants respond to a sample of stimuli. In this section, we discuss the maximum attainable power in an experiment once the number of stimuli is fixed; when statistical power is best served by increasing the number of participants or by increasing the number of stimuli; the relative efficiency of the five designs; and finally the statistical merits of designs involving multiple blocks of stimuli as a way of dealing with the problem of time-consuming stimulus presentation.

**Maximum Attainable Power**

One potentially surprising fact that we learn from our power analyses about the use of designs with crossed random factors is that statistical power does not approach unity as the number of participants approaches infinity, whenever there is variation due to stimuli. Instead, statistical power asymptotes at a maximum theoretically attainable power value that depends on the effect size, the number of stimuli, and the variability of the stimuli. To see this in the fully crossed design, consider what happens to the noncentrality parameter ($ncp_{FC}$) as the number of participants ($p$) goes to infinity:

$$\lim_{p \to \infty} ncp_{FC} = \lim_{p \to \infty} \frac{d}{2 \sqrt{\frac{V_{PC}}{p} + \frac{V_{SXC}}{q} + \frac{V_E}{2pq}}} = \frac{d \sqrt{q}}{2 \sqrt{V_{SXC}}}.$$  

Notice here that when $p$ goes to infinity, the terms in the denominator involving $V_E$ and $V_{PC}$ disappear, but the numerator and the term involving $V_{SXC}$ are both unchanged, so that in the limit the noncentrality parameter converges to a finite (and possibly small) value. In Figure 7 we plot the maximum attainable power in the fully crossed design as a function of the effect size ($d$), the number of stimuli ($q$) and the variance in the stimulus slopes ($V_{SXC}$). These are contour plots just like the plots displayed earlier; the difference is that instead of plotting the observed power for different combinations of parameters, they plot the upper bound for power at various combinations of parameters. The plots of maximum power for the other four designs all look nearly identical to those for the fully crossed design.

The primary lesson for experimenters following from the statistical fact that maximum attainable power does not approach unity with increasing numbers of participants is that it is very important to think carefully about the sample of stimuli in the experiment before the data collection begins. Once data collection begins, the effect size and the number and properties of the stimuli can no longer be changed, and thus the maximum power that would be attainable in the experiment has in essence already been decided. All that then remains is to recruit a certain number of participants, which determines how close to this maximum power level the actual power ends up being. Experimenters may believe that they can compensate for a suboptimal sample of stimuli by simply recruiting a larger number of participants, but in fact the degree to which this sort of compensation can take place is quite limited, a point which we discuss in more detail in the next section. The fact is that in many entirely realistic experimental situations, the maximum attainable power with an infinite number of participants can be quite low even for detecting true, large effects. For example, in an experiment employing the stimuli-within-condition design, under the standard case VPCs described above, where the true effect size is large at $d = 0.8$, and where there are a total of eight stimuli (four stimuli per condition)—a sample size which we suspect many experimenters would consider perfectly adequate for a stimulus sample—the maximum attainable power is only about .41. However, if we just double the sample size of stimuli to a still relatively modest 16 (eight per condition), then the maximum power to detect a large effect goes up to about .78.

Another implication of the maximum attainable power being less than one is that in studies involving crossed random factors, a direct replication with high statistical power is often theoretically impossible when the original study employed a relatively small number of stimuli. Recently, researchers have stressed the impor-
tance of conducting direct replications (Francis, 2012; Ioannidis, 2012; Koole & Lakens, 2012; Nosek, Spies, & Motyl, 2012; Open Science Collaboration, 2012) and also emphasized that replication attempts should ideally have high statistical power, even when (perhaps especially when) the original study was underpowered (Brandt et al., 2014). Most typically, those who would replicate a study with higher power than the original might employ the same stimuli but increase the number of participants to a level they consider adequate. However, to the extent that there is substantial stimulus variability, replications with high power may in fact not be feasible using only the stimuli included in the original study. Sufficiently high power may be obtainable only by increasing the number of stimuli, as well as the numbers of participants.

We point out that a direct replication would virtually never use the same participants as the original study. Instead, it would probably just be assumed that the new participants were drawn from the same general population as the original participants. Why then should we require the stimuli to be exactly the same as in the original experiment, rather than just being drawn from the same population? We strongly suggest that, when conducting a replication of a study involving crossed random factors, it would be beneficial for the researchers conducting the replication to augment the stimulus set, drawing from the same population of stimuli as in the original study, in order to ensure that statistical power is acceptably high. We discuss these issues in more detail in a companion article (Westfall, Judd, & Kenny, 2014).

**Increasing the Sample Sizes of Participants**

**Versus Stimuli**

Not surprisingly, experiments with larger sample sizes of both participants and stimuli always have greater power than experiments with smaller sample sizes. However, the question of whether one can expect a greater benefit to statistical power by increasing the sample size of participants or the sample size of stimuli turns out to depend on several different aspects of the experiment. Here we formulate two rules of thumb that researchers can use to identify situations where it would be better to increase the sample size of participants or of stimuli. Formally, these rules of thumb are based on an analysis of the conditions under which the rate of change in the noncentrality parameter with respect to the number of participants is greater than the rate of change in the noncentrality parameter with respect to the number of stimuli (or vice versa). For example, to examine when it is better to increase the sample size of stimuli rather than the sample size of participants in the fully crossed design, we first set

\[
\frac{\partial \text{ncp}_{PC}}{\partial q} > \frac{\partial \text{ncp}_{PC}}{\partial p}.
\]

With some work, we can simplify this inequality to obtain

\[
pV_k + 2p^2V_{S \times C} > qV_k + 2q^2V_{P \times C}.
\] (1)

We refer to this inequality in discussing the rules of thumb below.

The first rule of thumb is that it is generally better to increase the sample size of whichever random factor is contributing more random variation to the data, considering the nature of the response variable and the relevant properties of the participants and stimuli. Statistically speaking, this is because the primary statistical consequence of adding participants or adding stimuli is that the corresponding participant or stimulus variance components, respectively, would become further diminished in their contribution to the denominator of the noncentrality parameter, and there is a greater advantage to diminishing the contribution of larger variance components compared to smaller variance components. An equivalent way of stating this is the following:
Different variance components contribute to the size of the noncentrality parameter in different designs, and the extent to which they contribute depends on the corresponding sample size on which they are based, with larger sample sizes leading to relatively less contribution. In terms of the example above concerning the noncentrality parameter for the fully crossed design, we can see that if the two sample sizes are equal (i.e., $p = q$) then Inequality 1 just reduces to $V_{S \times C} > V_{P \times C}$.

As an example of applying this rule of thumb, consider a reaction time experiment where participants decide as quickly as possible whether each of a list of written stimuli is a word or a nonword. There is probably a great deal of variability between participants in both their mean reaction times and their differential reaction times to words versus nonwords. However, assuming the stimuli are strictly controlled in terms of their number of letters, ease of pronunciation, and so on, there is probably comparatively little variability in the mean reaction times elicited by each stimulus. In this situation there would tend to be a greater power benefit to adding participants compared to adding stimuli. Alternatively, consider an experiment where participants judge the attractiveness of a set of photographs of faces. It is probably the case that some stimulus faces tend to elicit higher or lower attractiveness ratings on average than do other stimulus faces, but there is probably not as much individual difference variance in how attractive a participant considers stimulus faces on average (Hönekopp, 2006). In this situation there would tend to be a greater benefit of adding more stimuli compared to adding more participants.

The second rule of thumb is that if one of the two sample sizes is considerably smaller than the other, there is generally a greater power benefit in increasing the smaller sample size compared to the larger sample size—for two reasons. First and most obviously, the impact of either sample size has a diminishing-returns relationship with statistical power, so that if one sample size is already large and the other is small, increases in the smaller sample size would have a greater impact on power. Second and more subtly, the two sample sizes together have a multiplicative effect on statistical power, so that the rate at which increasing one of the sample sizes leads to an increase in power depends in part on the magnitude of the other sample size. To make this multiplicative relationship clear in the case of the fully crossed design, consider again Inequality 1. When the number of participants is large relative to the number of stimuli this inequality is more likely to be true (i.e., the left-hand side is more likely to exceed the right-hand side), implying that there is greater incremental benefit to adding stimuli compared to adding participants. Likewise, when the number of participants is small relative to the number of stimuli, this inequality is more likely to be false, implying that there is greater incremental benefit of adding participants. More generally, this inequality shows that the relative rates of change of the noncentrality parameter with respect to either of the sample sizes depend in part on the other sample size.

A somewhat insidious consequence of this multiplicative sample size relationship is that the degree of trade-off that one can achieve with the sample sizes—that is, the degree to which a researcher can compensate for having a small number of levels for one random factor by adding many more levels of the other random factor—tends to be quite limited. Generally speaking, if one of the sample sizes of the study is badly deficient, there is little that one can realistically do with the size of the other sample to rescue statistical power, both because of the multiplicative nature of the sample size relationship and because of the low maximum attainable power imposed by the small sample size. Unfortunately, we note that in many areas of the psychological literature, experiments with very small samples of stimuli (e.g., fewer than 10) are quite common. Our power results indicate that such studies often are badly underpowered even for detecting true large effects.

A final point to consider is the relative costs of increasing the sample sizes of the two random factors, relative to the power benefits accruing from those increases. In many circumstances, it may be relatively more cost effective to increase the sample size of stimuli than the sample size of participants. Once participants are recruited for a study, increasing the time they spend in the lab by exposing them to additional stimuli is quite easy and therefore is likely more efficient from a logistical perspective than recruiting additional participants. Again, because researchers have typically not treated stimuli as a random factor in analyses, the power benefits, perhaps accruing at relatively little cost, from using larger samples of stimuli have mostly been ignored. If the goal is to produce replicable results that generalize across both participant and stimulus samples, then researchers clearly need to focus on both random factors in their power considerations, taking into account the power benefits of increasing both sample sizes relative to the costs of doing so.

A Comparison of Crossed Designs

If researchers feel they have a good understanding of what kind of patterns of participant and stimulus variation to expect in a study they are planning, and they also have some freedom to select among different design variations, the results of our power analyses can be used to help optimally select a design for studying the phenomenon of interest.

For a given total number of participants ($p$) and total number of stimuli ($q$), the fully crossed design is the most efficient whenever it is possible to run it. This is due to the facts that it provides the greatest number of observations, and that it eliminates the participant intercept, the stimulus intercept, and the participant by stimulus interaction variance terms ($V_p$, $V_s$, and $V_{p\times s}$) from the denominator of the noncentrality parameter. In practice the two intercept variances, due to participants and due to stimuli, are often relatively large.

The counterbalanced design, although not quite as powerful as the fully crossed design for a given $p$ and $q$, also tends to be relatively powerful. Although it yields half as many total observations as the fully crossed design for a given total number of participants and total number of stimuli, it shares the advantage of eliminating the participant intercept and stimulus intercept variance terms ($V_p$ and $V_s$) from the denominator of the noncentrality parameter. It does not, however, eliminate the participant by stimulus interaction component ($V_{p\times s}$), which is confounded with error in this design.

Note that the fully crossed design requires participants to make twice as many responses for the same number of stimuli as the counterbalanced design. For a fairer comparison of the two designs, we should allow the counterbalanced design to have twice the number of stimuli as the fully crossed design. If an experimenter only has enough time in an experimental session to elicit,
say, 100 responses from each participant, then the counterbalanced design would allow the employment of a sample of 100 stimuli, while the fully crossed design would only support a sample of 50 stimuli. It therefore seems that a more reasonable way to compare the two designs might be not to hold constant the number of stimuli but to hold constant the number of responses made by each participant. How do the fully crossed and counterbalanced designs stack up when compared in this way?

To compare the efficiency of the counterbalanced design and the fully crossed design with the number of responses per participant held constant, we first set the noncentrality parameter for the counterbalanced design ($ncp_{CB}$) greater than the noncentrality parameter for the fully crossed design ($ncp_{FC}$):

$$ncp_{CB} > ncp_{FC}.$$ 

Now we substitute in the definitions of these centrality parameters, but set the number of stimuli to $2q$ in the counterbalanced design and to $q$ in the fully crossed design, which equates the two designs in the total number of responses made per participant:

$$\frac{d}{2} \sqrt{\frac{V_{P:S:C}}{p} + \frac{V_{S:S:C}}{2q} + \frac{V_E}{2pq}} \quad > \quad \frac{d}{2} \sqrt{\frac{V_{P:S}}{p} + \frac{V_{S:S}}{q} + \frac{V_E}{2pq}}.$$ 

Finally, we simplify this inequality to obtain

$$p > \frac{V_{P:S}}{V_{S:S:C}}.$$ 

In other words, the counterbalanced design has greater power than the fully crossed design when the ratio of participant-by-stimulus interaction variance ($V_{P:S:C}$) to stimulus slope variance ($V_{S:S:C}$) is less than the number of participants ($p$). We note that this condition is almost always true in any realistic data set. For example, if an experiment involves 50 participants, then we would need to have more than 50 times as much participant-by-stimulus variance as stimulus slope variance for this condition to fail. While there may be many contexts in which we do expect $V_{P:S}$ to exceed $V_{S:S:C}$, very rarely would we expect it to do so by a factor of more than 50. Thus, if the number of responses per participant is held constant rather than the number of stimuli, then the counterbalanced design is actually more efficient in most cases than the fully crossed design. The reason for this advantage is that the counterbalanced design can employ twice as many stimuli using the same number of total responses from each participant, leading to a doubling of one of the sample sizes of the study. It therefore seems that the choice of whether to use the fully crossed design or the counterbalanced design comes down to whether the main constraint in the size of the experiment comes from the maximum number of responses that one can collect from each participant, or from the number of stimuli available to respond to. If one has only a small number of stimuli but is able to elicit more responses from each participant, then the fully crossed design is preferable. If one has a large stimulus pool but is limited in the number of responses that can be collected from each participant, then the counterbalanced design is preferable.

Moving now to the stimuli-within-condition and participants-within-condition designs, the relative efficiency of these two designs depends totally on the relative magnitudes of the participant and stimulus variance components and on the two sample sizes. If we set the noncentrality parameter for the Stimuli-within-condition design greater than the noncentrality parameter for the participants-within-condition design, we find that the stimuli-within-condition design is more powerful than the participants-within-condition design when

$$\frac{V_p}{p} > \frac{V_q}{q}.$$ 

In other words, if there is a great deal of variance in the mean responses of participants ($V_p$ is high) or if the number of participants ($p$) is small, then the stimuli-within-condition design tends to be relatively more efficient. But if it is the stimuli that have relatively more variance in their mean responses elicited (V_q is high), or if the number of stimuli ($q$) is small, then the participantswithin-condition design tends to be more efficient, all other things being equal.

Finally, the both-within-condition design generally has the lowest power of the five designs considered here. This design yields the lowest number of total observations for a given total number of participants and total number of stimuli, and the denominator of the noncentrality parameter in this design implicitly contains all possible sources of variation, whereas for the other four designs, one or more of the sources of variance are absent.

**Dealing With Time-Consuming Stimulus Presentation:**

**Stimuli-Within-Block Designs and Nested Designs**

One of the major practical lessons in this article is that to ensure adequate statistical power, stimulus samples usually need to be at least moderately sized; in any case, larger than is very often seen in many areas of experimental psychology. However, there are many research paradigms in which it is infeasible to have each participant respond to more than a handful of stimuli. For example, if it is determined that a sample size of 60 stimuli is needed for statistical power reasons, but the stimuli are 5-minute film clips or songs that participants must view or listen to in their entirety before making each response, then the counterbalanced design for example would require each participant to spend over 5 hours viewing and responding to stimuli, which is likely impractical due to concerns of participant fatigue, time constraints on the duration of individual experimental sessions, and other reasons.

A solution to this dilemma is to use what we call a stimuli-within-block design (see Table 3). These are conceptually related to matrix sampling designs from survey research, an example of a planned missing data design (Graham, Taylor, Olchowski, & Cumsille, 2006; Shoemaker, 1973). In a stimuli-within-block design, the full stimulus sample is divided into a smaller number of comparable lists or blocks, and each participant is randomly assigned to receive only one of these blocks. In the previous example of an experiment involving a sample of 60 film clips or songs, these stimuli could be divided into, say, 10 blocks of six stimuli each. If each participant responds to only one of these blocks, then
each experimental session could take around 30 minutes. The promise of stimuli-within-block designs is that as long as the researcher is willing to spend some extra time assembling a larger stimulus sample, the study can enjoy the greater statistical power associated with larger stimulus samples while still avoiding placing heavy time demands on the participants.

To give a sense of the relative statistical efficiency of stimuli-within-block designs compared to the more commonly used crossed designs, we conducted a simulation examining the experimental design mentioned above, where 60 participants each respond to six stimuli, three in each condition. In this simulation we held constant the number of participants and the number of responses made by each participant, but varied the number of unique stimulus blocks from one to 60, so that the total number of stimuli ranged from six to 360 across the simulated experiments, with the assumption that stimuli are randomly assigned to blocks.5 Note that when there is a single stimulus block, every participant responds to the same set of stimuli, and this particular stimuli-within-block design reduces to the crossed stimuli-within-condition design. At the other extreme, when the number of stimulus blocks equals the number of participants, then every participant responds to their own unique set of stimuli in what is commonly known as a nested design (Raudenbush, 1997; Raudenbush & Liu, 2000; Snijders, 2001; Snijders & Bosker, 1993). The relative statistical efficiency of these three types of designs, defined as the relative widths of the standard errors of the condition differences, is illustrated in Figure 8, which is based on the standard case variance components described earlier. In this example, increasing the number of stimulus blocks from one to 10 (so that the total number of stimuli increases from six to 60) increases statistical efficiency by a factor of about 2.3.

The major take-away point here is that even in experimental paradigms that involve time-consuming stimulus presentation, it is still possible to employ a reasonably large sample of stimuli by using a stimuli-within-block design; treating stimuli as random need not necessarily lead to a substantial decrease in statistical power even in these paradigms.

Sometimes it is even possible to assign a unique set of stimuli to every participant, leading to a nested design. From a logistical perspective, running an experiment with a fully nested design might be difficult, as it not only requires a very large number of stimuli but also requires that the experiment be conducted in such a way that no participant ever receives a stimulus that has been responded to by another participant. However, in those situations where it is feasible, there are potentially large statistical power benefits to employing this kind of nested design compared to the crossed designs that we have focused on in this article. Notably, in addition to the statistical power advantage illustrated in Figure 8, in fully nested designs statistical power does approach unity as the number of participants goes to infinity, unlike in the crossed and stimuli-within-block designs.

**Concluding Remarks**

For all too many years, until the groundbreaking work of Jacob Cohen and others, experimental psychologists paid little attention to issues of statistical power. Fortunately, that situation has begun to change. There are now discussions about how experiments should be optimally designed to maximize statistical power, although most of these discussions focus simply on making sure that adequate numbers of participants are recruited (for exceptions see Baguley, 2004; McClelland, 1997, 2000).

Hardly ever, however, in this increasing discussion of optimal design and statistical power does one hear mention of the sampling of stimuli to which participants are exposed. We all have rules of thumb in particular contexts about how stimuli should be constructed, about pretesting that ought to be done to ensure that stimuli represent what we hope they do, and about the approximate numbers of stimuli that should be employed. But by and large these rules of thumb are not informed by considerations of statistical power. Our goal in writing this article is to begin to change

---

5 We note that this is not the only reasonable way that stimuli could be divided into blocks. For example, blocks could be deliberately constructed so that the variation across blocks in their overall mean responses or their condition differences was as small as possible, and these decisions would have power consequences. However, we consider these issues to be outside the scope of our limited discussion here, and so for simplicity we just assume that stimuli are randomly assigned to blocks.
that. Our hope is that researchers will come to realize that stimulus sampling issues can have the same impact on statistical power considerations as participant sampling issues. Moreover, we have created a set of practical tools that can assist the researcher in making choices about design and the sample sizes of both participants and stimulus.

We are also convinced that because of the failure to take stimulus sampling into account in statistical models commonly used to analyze experimental data, many “significant” results reported in the literature are not replicable when different samples of stimuli are used in addition to different samples of participants. Of course, we do acknowledge that there are situations in which a sample of stimuli may in fact exhaust or nearly exhaust the population of stimuli that are of theoretical interest. For instance, imagine a study in which participants make responses as a function of whether a presented letter is a vowel or consonant. In such a study one might essentially exhaust the two categories of vowel and consonant with the specific letters used. In such a case, it may seem unreasonable to be concerned about generalization to other possible stimulus samples. Our experience, however, suggests that situations like these, where the stimulus samples that are used essentially exhaust the population, are rare indeed. More generally, we are wary of researchers trying to have it both ways—performing an analysis that does not permit any generalization beyond the specific stimuli used in the study, but then interpreting the results of that analysis as if they applied to the entire class of stimuli. Our goal, therefore, in addition to thinking about the impact of stimulus sampling for optimal design, has also been to alert researchers to the need to explicitly model stimulus variability in their analyses, treating stimuli as well as participants as random factors across which generalization is sought. We hope that one impact of this article will be in helping to promote the more widespread use in experimental psychology of linear mixed models with crossed random effects, which we believe remain underutilized in part because of their lower statistical power compared to the traditional procedures that ignore stimulus sampling (although this is not always the case; see e.g., Coleman, 1979).

Up to this point we have said nothing in the way of recommendations for exactly how stimuli should be sampled, or for that matter how participants should be sampled. Critical literature exists on both of these topics (e.g., Brunswik, 1955; Henrich, Heine, & Norenzayan, 2010), and in general we leave this issue to the judgment of the experimenter. We do wish, however, to offer a way of thinking about the trade-offs that must often be made to satisfy the goals of (a) designing an experiment that is statistically efficient as well as logistically and financially feasible, and (b) using samples that are clearly representative in all relevant respects of the populations that we ultimately wish to speak about.

In a classic statistical article, Cornfield and Tukey (1956, p. 912) speak of “the two spans of the bridge of inference” as an analogy for the process of inference from the actual observations at hand to general conclusions about some wider populations of interest. In psychology, many experiments involve something like the following: a sample of students from an American university respond to a sample of photographs drawn from high school yearbooks. Strictly speaking, our inferential statistics cannot support generalizations beyond the restricted populations from which these can be considered random samples (e.g., all American college students responding to all yearbook-style photographs of high school students), and even then only if the appropriate statistical procedures have been used (Judd et al., 2012). Yet researchers often deem it acceptable to draw wider conclusions about, for example, all people responding to the appearance of another person. According to Cornfield and Tukey (1956),

"if we take the simile of the bridge crossing a river by way of an island, there is a statistical span from the near bank to the island, and a subject-matter span from the island to the far bank. Both are important. (p. 913)"

By using different participant and stimulus samples or by analyzing the data in different ways, the “island” or restricted population can be moved closer to the near bank and further from the far bank, or vice versa. The consequences of this are that it may become easier to cross the statistical span from the sample to the restricted population but correspondingly more difficult to cross the further span to the wider population that we would ultimately like to speak about (or vice versa). For example, if an experiment uses a tightly controlled stimulus set that has been constructed to be as homogeneous as possible, the lack of stimulus variation will
often make it especially easy to obtain very precise estimates of experimental effects in this narrow population of stimuli, but it will often be less obvious that these precisely estimated effects are representative of those found in more natural settings. As another example, if one analyzes the data using a statistical model that incorporates uncertainty in the parameter estimates due to random stimulus variation (Judd et al., 2012), it will often be more difficult to obtain precise estimates of effects—a cost that we hope the lessons of this article will help to mitigate—but upon crossing this lengthened statistical span, it will then be easier to generalize the results to further, more interesting populations.

Though much has been covered here, the scope of our discussion is limited in several key ways. We have confined ourselves to only a few designs, involving only two levels of one fixed factor, when in practice many more complicated designs are used. In theory the present work could be extended to higher designs involving multiple categorical fixed factors, although these extensions are not without some complications, such as a larger number of random slopes to consider; we leave it to future research to work out these important issues. We have also confined ourselves to outcome measures that are nicely behaved, so that the underlying distributions of random effects in our models could be assumed to be normal. And we have confined ourselves to considering issues of optimal design and power only in relatively abstract contexts, divorced from the realities and constraints of any particular research paradigm and endeavor. We recognize that issues of design and power are necessarily more complicated than the relatively simple framework we have used here.

That said, we would be very gratified indeed if this article begins the discussion of how stimuli ought to be sampled in experimental research to achieve desirable levels of statistical power. We are convinced that the failure to recognize the random variation in data that results from stimulus variability has led us to give confidence to results that might routinely be nonreplicable except with the exact same stimuli. Moreover, we are convinced that the failure to appreciate the role of stimulus variability seriously affects the statistical power of much of our research. Hopefully, the tools we have provided can help us as a discipline to begin to overcome these problems.
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**Appendix**

**Statistical Details of Power Analysis**

In this Appendix, we provide the statistical details underlying the power results in the main article. We consider only experiments where participants respond to each stimulus no more than once per condition; in other words, we assume only a single replication at the lowest level of observation. Within this constraint, we consider all potential sources of random variation. Consequently, the fully specified mixed model for the response of the $i$th participant to the $j$th stimulus in the $k$th condition is

$$y_{ijk} = \beta_0 + \beta_1 c_{i} + \alpha_i^P + \alpha_i^{PC} c_k + \gamma_j + \alpha_j^{SC} c_k + \alpha_{ij}^{PS} + \epsilon_{ijk},$$

$$\text{var}(\alpha_i^P) = \sigma^2_P, \quad \text{var}(\alpha_i^{PC}) = \sigma^2_{P\text{C}}, \quad \text{var}(\alpha_j^S) = \sigma^2_S,$$

$$\text{var}(\alpha_j^{SC}) = \sigma^2_{S\text{C}}, \quad \text{var}(\alpha_{ij}^{PS}) = \sigma^2_{P\text{S}}, \quad \text{var}(\epsilon_{ijk}) = \sigma^2_\epsilon.$$

In this model, $\beta_0$ and $\beta_1 c_i$ represent the fixed effects and capture, respectively, the overall mean response and the condition difference in responses. We assume the values of $\epsilon_{ijk}$ are contrast or deviation coded so that $c_1 + c_2 = 0$ and $c_1^2 + c_2^2 = c^2$. For example, the values of $c_i$ might be $-1, +1, -1/2, +1/2$. Importantly, the values of $c_k$ are assumed not to be dummy or treatment coded (e.g., $c_1 = 0, c_2 = 1$), as this totally alters the meanings of the variance components (see also Barr, Levy, Scheepers, & Tily, 2013, footnote 2). There are also two covariance terms—that between the participant intercepts and slopes, $\sigma_{P\text{C}}$, and between the stimulus intercepts and slopes, $\sigma_{S\text{C}}$—but these can be omitted as unnecessary for reasons that are explained later in this Appendix. Finally, in what follows we assume that the experiments are balanced and have no missing data.

We follow Cohen’s (1988) general approach to power analysis. In this approach, power estimation can be viewed as a three-stage process. We first select a suitable measure of effect size and define its value. In this article we rely on the standardized mean difference between conditions, Cohen’s $d$. Next we rescale the effect size by an adjustment factor, sometimes called the design effect (Snijders, 2001), that depends on the particular experimental design chosen, yielding what Cohen (1988, p. 13) refers to as the operative effect size. Finally, we scale the operative effect size by a term that includes information about the number of observations in the study. This final quantity is known as the noncentrality parameter (ncp), and with it and the degrees of freedom (df) we can compute power. This last step is often hidden in power analyses, but it shows how the operative effect size is adjusted by the sample sizes to compute a power value. To go from the noncentrality parameter to a power estimate, Cohen (1988, p. 544) relied on an approximation put forward by Dixon and Massey (1957). We have adopted a more exact approach that directly computes areas under the appropriate noncentral t distribution.

(Appendix continues)
Effect Size and Variance Partitioning Coefficients

With stimuli as well as participants as random factors in a design, the simple effect size measure \( d \) must be defined more generally to reflect all of these possible variation sources. That is, instead of defining the effect size in terms of the expected mean difference divided by the standard deviation across participants within condition, we define the effect size as the expected mean difference divided by the standard deviation across participants and stimuli within condition (i.e., the square root of the expected variance of the individual observations within a condition, pooled across both conditions). Let \( \text{var}(y_1) \) and \( \text{var}(y_2) \) be the variances of the response at the two levels of the contrast-coded predictors. Then the pooled variance is

\[
\frac{\text{var}(y_1)}{2} + \frac{\text{var}(y_2)}{2} = \left( \frac{\sigma_p^2 + c^2 \sigma_{PXC}^2 + \sigma_S^2 + c^2 \sigma_{SXC}^2 + \sigma_{PS}^2 + \sigma_E^2 + 2c_1 \sigma_{PXC} + 2c_2 \sigma_{SSXC}^2}{2} \right)
\]

\[
+ \left( \frac{\sigma_p^2 + c^2 \sigma_{PXC}^2 + \sigma_S^2 + c^2 \sigma_{SXC}^2 + \sigma_{PS}^2 + \sigma_E^2 + 2c_2 \sigma_{PXC} + 2c_1 \sigma_{SSXC}^2}{2} \right)
\]

\[
= \sigma_p^2 + c^2 \sigma_{PXC}^2 + \sigma_S^2 + c^2 \sigma_{SXC}^2 + \sigma_{PS}^2 + \sigma_E^2 + (\sigma_{PXC} + \sigma_{SSXC}) (c_1 + c_2)
\]

Notice that the covariance terms drop out, using the fact that \( c_1 + c_2 = 0 \) (i.e., that the predictor is contrast coded). This makes the effect size based on the pooled variance

\[
d = \frac{\mu_1 - \mu_2}{\sigma} = \frac{\mu_1 - \mu_2}{\sqrt{\sigma_p^2 + c^2 \sigma_{PXC}^2 + \sigma_S^2 + c^2 \sigma_{SXC}^2 + \sigma_{PS}^2 + \sigma_E^2}}.
\]

Technically, the denominator of this effect size (i.e., the pooled variance) is a function of the predictor \( c \), so that the variance of \( y \) is potentially different at different levels of the predictor, a fact pointed out by Goldstein et al. (2002). However, we note that under our assumption that the predictor is contrast coded, this denominator is identical at both levels of \( c \).

We standardize the variance components by expressing them as variance partitioning coefficients (VPCs; Goldstein et al., 2002), specifically, as proportions of the total pooled variance. This leads to the following definitions of all standardized and unstandardized quantities in Table A1.

Table A1

<table>
<thead>
<tr>
<th>Definitions of All Standardized and Unstandardized Quantities</th>
<th>Standardized</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_1 - \mu_2 ) (Effect size)</td>
<td>( d = \frac{\mu_1 - \mu_2}{\sigma} )</td>
</tr>
<tr>
<td>( \sigma_p^2 ) (Participant intercept variance)</td>
<td>( \sigma_p^2 )</td>
</tr>
<tr>
<td>( \sigma_S^2 ) (Stimulus intercept variance)</td>
<td>( \sigma_S^2 )</td>
</tr>
<tr>
<td>( \sigma_{PXC}^2 ) (Participant slope variance)</td>
<td>( \sigma_{PXC}^2 )</td>
</tr>
<tr>
<td>( \sigma_{SXC}^2 ) (Stimulus slope variance)</td>
<td>( \sigma_{SXC}^2 )</td>
</tr>
<tr>
<td>( \sigma_{PS}^2 ) (Participant by Stimulus variance)</td>
<td>( \sigma_{PS}^2 )</td>
</tr>
<tr>
<td>( \sigma_E^2 ) (Residual variance)</td>
<td>( \sigma_E^2 )</td>
</tr>
</tbody>
</table>

(Appendix continues)
The reason the term $c^2$ appears in the equations in Table A1 is that the variances of the random slope terms—which are multiplied by $c$ in the mixed model regression equation—must be multiplied by some scaling of $c$ for the value of the overall equation to be invariant to the scale of $c$ (e.g., whether the values of $c$ are $-1$ and $+1$ or $-1/2$ and $+1/2$). Note that with values of $c$ of $-1$ and $+1$, $c^2 = 1$, in which case (and only in which case) the $c^2$ term can be disregarded.

Operative Effect Sizes and Mixed Model Equations

In this section, we give the mixed model equations for each of the five designs as they would be estimated from the data, and we give the operative or design-specific effect sizes for each design, denoted $d_0$. These are given both in terms of the standardized and unstandardized variance components. We feel these are helpful for very clearly showing which variance components contribute to the standard error in each design and which do not.

We also develop a notation to indicate which variance components from the fully specified mixed model are empirically confounded in each design, if any. Specifically, in the expressions given below, variance components that are joined together in brackets are empirically confounded in the given design. When variance components are estimated from data, the first term within a set of brackets implicitly includes the second term in those brackets. In the fully crossed design, all of the variance components are unconfounded and so are all uniquely estimable after the data have been collected. In the other designs some of these components are confounded, and thus not uniquely estimable, in ways that we indicate below. For instance, in the counterbalanced design, the estimated residual error variance also includes the $P \times S$ variance component, and so we denote it with $[\sigma^2_1 + \sigma^2_3]$. In this notation, the first terms can be estimated, but the remaining terms are confounded within that design. There are three types of confounding that occur for the five designs: $P$ with $S \times C$, $S$ with $E$, $P \times C$ with $P \times S$. Nonetheless, for these designs the effect size can still be computed and power can be estimated.

For each design, we present the model equation, the effect size or $d$, and the operative effect size or $d_0$, both unstandardized and standardized.

**Fully Crossed Design**

$$y_{ijk} = \beta_0 + \beta_1 c_k + \alpha_i^p + \alpha_i^{P \times C} c_k + \alpha_j^S C + \alpha_j^{S \times C} c_k + \alpha_{ij}^{P \times S} + \epsilon_{ijk}$$

$$d = \frac{\mu_1 - \mu_2}{\sqrt{\sigma^2_p + c^2 \sigma^2_{P \times C} + \sigma^2_s + c^2 \sigma^2_{S \times C} + \sigma^2_{P \times S} + \sigma^2_{E}}}$$

$$d_0 = \frac{\mu_1 - \mu_2}{\sqrt{c^2 \sigma^2_{P \times C} + c^2 \sigma^2_{S \times C} + \sigma^2_{E}}}$$

$$d_0 = \frac{d}{\sqrt{1 - V_p - V_s - V_{P \times S}}} = \frac{d}{\sqrt{V_{P \times C} + V_{S \times C} + V_E}}$$

**Counterbalanced Design**

$$y_{ijk} = \beta_0 + \beta_1 c_k + \alpha_i^p + \alpha_i^{P \times C} c_k + \alpha_j^S C + \alpha_j^{S \times C} c_k + \epsilon_{ijk}$$

$$d = \frac{\mu_1 - \mu_2}{\sqrt{\sigma^2_p + c^2 \sigma^2_{P \times C} + \sigma^2_s + c^2 \sigma^2_{S \times C} + \sigma^2_{P \times S}}}$$

$$d_0 = \frac{\mu_1 - \mu_2}{\sqrt{c^2 \sigma^2_{P \times C} + c^2 \sigma^2_{S \times C}}}$$

$$d_0 = \frac{d}{\sqrt{1 - V_p - V_s}} = \frac{d}{\sqrt{V_{P \times C} + V_{S \times C} + [V_E + V_{P \times S}]}$$

(Appendix continues)
Stimuli-Within-Condition Design

\[ y_{ijk} = \beta_0 + \beta_1 c_k + \alpha_i^p + \alpha_i^{p \times C} c_k + \alpha_j^s + \varepsilon_{ijk} \]

\[ d = \frac{\mu_1 - \mu_2}{\sqrt{\sigma_p^2 + c^2 \sigma_{p \times C}^2 + \left[ \sigma_s^2 + c^2 \sigma_{S \times C}^2 \right] + \left[ \sigma_E^2 + \sigma_{P \times S}^2 \right]}} \]

\[ d_0 = \frac{\mu_1 - \mu_2}{\sqrt{\sigma_p^2 + c^2 \sigma_{p \times C}^2 + \left[ \sigma_s^2 + c^2 \sigma_{S \times C}^2 \right]}} \]

\[ d_0 = \frac{d}{\sqrt{1 - V_P}} = \frac{d}{\sqrt{V_P + V_{P \times C} + V_{S \times C} + V_E + V_{P \times S}}} \]

Participants-Within-Condition Design

\[ y_{ijk} = \beta_0 + \beta_1 c_k + \alpha_i^p + \alpha_j^s + \alpha_i^{S \times C} c_k + \varepsilon_{ijk} \]

\[ d = \frac{\mu_1 - \mu_2}{\sqrt{\sigma_p^2 + c^2 \sigma_{p \times C}^2 + \sigma_s^2 + c^2 \sigma_{S \times C}^2 + \sigma_E^2 + \sigma_{P \times S}^2}} \]

\[ d_0 = \frac{\mu_1 - \mu_2}{\sqrt{\sigma_p^2 + c^2 \sigma_{p \times C}^2 + c^2 \sigma_{S \times C}^2 + \sigma_E^2 + \sigma_{P \times S}^2}} \]

\[ d_0 = \frac{d}{\sqrt{1 - V_S}} = \frac{d}{\sqrt{V_P + V_{P \times C} + V_{S \times C} + V_E + V_{P \times S}}} \]

Both-Within-Condition Design

\[ y_{ijk} = \beta_0 + \beta_1 c_k + \alpha_i^p + \alpha_j^s + \varepsilon_{ijk} \]

\[ d = \frac{\mu_1 - \mu_2}{\sqrt{\sigma_p^2 + c^2 \sigma_{p \times C}^2 + \left[ \sigma_s^2 + c^2 \sigma_{S \times C}^2 \right] + \left[ \sigma_E^2 + \sigma_{P \times S}^2 \right]}} \]

\[ d_0 = \frac{\mu_1 - \mu_2}{\sqrt{\sigma_p^2 + c^2 \sigma_{p \times C}^2 + \sigma_s^2 + c^2 \sigma_{S \times C}^2 + \sigma_E^2 + \sigma_{P \times S}^2}} \]

\[ d_0 = \frac{d}{\sqrt{1 - V_P}} = \frac{d}{\sqrt{V_P + V_{P \times C} + V_{S \times C} + V_E + V_{P \times S}}} \]

Noncentrality Parameters and Degrees of Freedom

In the last section of this Appendix we show the derivation of the noncentrality parameter for just one of the five designs, and we describe the construction of the approximate degrees of freedom for each design based on the Satterthwaite approximation. With the noncentrality parameter and degrees of freedom, one can compute power by evaluating areas under the curve of the corresponding noncentral t distribution. To determine the noncentrality parameter, we need to determine the standard error of the estimate of the condition effect.

The noncentrality parameter that we derive is for the stimuli-within-condition design. This design is selected for illustrative purposes just because it demonstrates how both nesting and crossing of random factors with the predictor variable are handled. The noncentrality parameter can be viewed as the population quantity estimated by the sample t statistic (see Rosenthal & Rubin, 1982, Appendix), and as
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such it has the form $E[\beta_1]/\sqrt{\text{var}(\beta_1)}$. Under our assumption of a balanced design, $\beta_1$ is proportional to the simple mean difference between the two conditions, $\bar{y}_1 - \bar{y}_2$. So we need only find the variance of the mean difference, $\text{var}(\bar{y}_1 - \bar{y}_2)$, to determine the noncentrality parameter. We find this as follows, letting $j = 1, \ldots, m$ index the stimuli separately within each of the two conditions (note that there are $q$ stimuli in total so that $2m = q$):

$$\text{var}(\bar{y}_1 - \bar{y}_2) = \frac{(pm)^{-1}}{\sum_{ij} (y_{ij1} - y_{ij2})}$$

$$= (pm)^{-2} \sum_i \{ \sum_j (\alpha_j^{P\times C} c_1 - \alpha_j^{P\times C} c_2) + p \sum_j (\alpha_j^{S} - \alpha_j^{E}) + \sum_j (\epsilon_{ij1} - \epsilon_{ij2}) \}$$

$$= (pm)^{-2} \{ m^2 \text{var} (\sum_j (\alpha_j^{P\times C} c_1 - \alpha_j^{P\times C} c_2) + p^2 \text{var} (\sum_j (\alpha_j^{S} - \alpha_j^{E}) + \text{var} (\sum_j (\epsilon_{ij1} - \epsilon_{ij2})) \}$$

$$= (pm)^{-2} \{ (2m^2 (c_1 - c_2)^2 \sigma^2_{P\times C} + 2p^2 \sigma^2_s + 2pm \sigma^2_e) \}$$

$$= (pm)^{-2} \{ 4c^2 \sigma^2_{P\times C} + 2p^2 \sigma^2_s + 2pm \sigma^2_e \}$$

$$= 4 \left( \frac{c^2 \sigma^2_{P\times C}}{p} + \frac{\sigma^2_s}{q} + \frac{\sigma^2_e}{pq} \right).$$

The degrees of freedom ($df$) are based on the Satterthwaite approximation, which in turn is based on the mean squares for each design. Using the same stimuli-within-condition design as an example, the Satterthwaite degrees of freedom for the test of the condition difference in this design are

$$df = \frac{(MS_{P\times C} + MS_S - MS_E)^2}{\frac{MS_{P\times C}^2}{p-1} + \frac{MS_S^2}{q-2} + \frac{MS_E^2}{(p-1)(q-2)}},$$

where the mean squares have the following expectations:

$$E[MS_{P\times C}] = q^2 \sigma^2_{P\times C} + \sigma^2_s, \quad E[MS_S] = p^2 \sigma^2_s + \sigma^2_e, \quad E[MS_E] = \sigma^2_e.$$

For more information on these degrees of freedom, see Winer (1971, pp. 375-378).

Notice that the previously mentioned covariance terms do not appear in the expressions of the noncentrality parameters or the degrees of freedom. Because none of the effect sizes, noncentrality parameters, or degrees of freedom depend on the covariance terms (under our assumptions of contrast-coded predictors and balanced designs), we can safely ignore the covariances in the power analyses reported in this article.

We used this same method for determining the noncentrality parameters and degrees of freedom for the five designs. Below we give for each design the noncentrality parameter and degrees of freedom (the latter with the expected values of the mean squares imputed), in terms of both the unstandardized variance components and the VPCs.

**Fully Crossed Design**

$$ncp = \frac{\mu_1 - \mu_2}{2 \sqrt{\frac{c^2 \sigma^2_{P\times C}}{p} + \frac{c^2 \sigma^2_{S\times C}}{q} + \frac{\sigma^2_s}{2pq}}},$$

$$df = \frac{(q^2 \sigma^2_{P\times C} + pq^2 \sigma^2_{S\times C} + \sigma^2_e)^2}{p-1 + (q-1)(p-1)} \frac{(p^2 \sigma^2_{S\times C} + \sigma^2_e)^2}{q-1 + (p-1)(q-1)} \frac{(\sigma^2_e)^2}{(p-1)(q-1)}$$

$$= \frac{(pV_{P\times C} + qV_{S\times C} + V_E)^2}{p-1} \frac{(pV_{S\times C} + V_E)^2}{q-1} \frac{V_E^2}{(p-1)(q-1)}.$$

(Appendix continues)
Counterbalanced Design

\[ ncp = \frac{\mu_1 - \mu_2}{2\sqrt{\frac{c^2\sigma_{pxc}^2}{p} + \frac{c^2\sigma_{sx}^2}{q} + \frac{\sigma_E^2 + \sigma_{pxs}^2}{pq}}} \]

\[ df = \frac{(q^2\sigma_{pxc}^2 + pc^2\sigma_{sx}^2 + 2\sigma_E^2 + \sigma_{pxs}^2)^2}{(q^2\sigma_{pxc}^2 + \sigma_E^2 + \sigma_{pxs}^2)^2 + (pc^2\sigma_{sx}^2 + \sigma_E^2 + \sigma_{pxs}^2)^2 + 4\sigma_E^2 + \sigma_{pxs}^2} \]

Stimuli-Within-Condition Design

\[ ncp = \frac{\mu_1 - \mu_2}{2\sqrt{\frac{c^2\sigma_{pxc}^2}{p} + \frac{c^2\sigma_{sx}^2}{q} + \frac{\sigma_E^2 + \sigma_{pxs}^2}{pq}}} \]

\[ df = \frac{(q^2\sigma_{pxc}^2 + pc^2\sigma_{sx}^2 + 2\sigma_E^2 + \sigma_{pxs}^2)^2}{(q^2\sigma_{pxc}^2 + \sigma_E^2 + \sigma_{pxs}^2)^2 + 4(p\sigma_E^2 + \sigma_{pxs}^2)^2 + 4\sigma_E^2 + \sigma_{pxs}^2} \]

Participants-Within-Condition Design

\[ ncp = \frac{\mu_1 - \mu_2}{2\sqrt{\frac{c^2\sigma_{pxc}^2}{p} + \frac{c^2\sigma_{sx}^2}{q} + \frac{\sigma_E^2 + \sigma_{pxs}^2}{pq}}} \]

\[ df = \frac{(2q\sigma_{pxc}^2 + c^2\sigma_{sx}^2 + 2\sigma_E^2 + \sigma_{pxs}^2)^2}{4q\sigma_{pxc}^2 + c^2\sigma_{sx}^2 + \sigma_E^2 + \sigma_{pxs}^2)} + \frac{(pc^2\sigma_{sx}^2 + \sigma_E^2 + \sigma_{pxs}^2)^2}{4\sigma_E^2 + \sigma_{pxs}^2} + \frac{4\sigma_E^2 + \sigma_{pxs}^2}{} \]

(Appendix continues)
Both-Within-Condition Design

\[
ncp = \frac{\mu_1 - \mu_2}{2 \sqrt{\frac{\sigma_p^2 + c^2 \sigma_{p \times C}^2}{p} + \frac{\sigma_s^2 + c^2 \sigma_{s \times C}^2}{q} + \frac{2 \sigma_e^2 + \sigma_{p \times S}^2}{pq}}}
\]

\[
df = \frac{(q \sigma_p^2 + c^2 \sigma_{p \times C}^2 + p \sigma_s^2 + c^2 \sigma_{s \times C}^2 + 2 \sigma_e^2 + \sigma_{p \times S}^2)^2}{p - 2} + \frac{(p \sigma_p^2 + c^2 \sigma_{p \times C}^2 + q \sigma_s^2 + c^2 \sigma_{s \times C}^2 + 2 \sigma_e^2 + \sigma_{p \times S}^2)^2}{q - 2} + \frac{4 \sigma_e^2 + \sigma_{p \times S}^2}{(p - 2)(q - 2)}
\]
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